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My research focuses on the type of complex systems which can be rep-
resented as networks, i.e. systems consisting of elementary parts with non-
trivial interactions that together display emergent properties. On the one
hand, network science offers a rich tapestry of theoretical problems, which
are in the intersection of fields such as computer science, graph theory, and
dynamical systems. On the other hand, networked systems are ubiquitous in
nature and society, and network theory is a highly interdisciplinary field. As
an example, my research has so far included collaborations with researchers
from fields such as psychology, population ecology, engineering, medicine,
political science, communication, finance, and bioinformatics. Several grand
challenges and burning questions we are currently facing are inherently ques-
tions about networks. As detailed in this statement, I am addressing a se-
lected set of such questions in my research.

The field of network science is reaching a mature age, and this comes with
challenges and opportunities. Since the revolution in network science around
20 years ago [36], the field has been extremely successful explaining various
phenomena and fundamental concepts in a wide array of systems from soci-
eties to brain and cellular biology. Most of this progress has been achieved
by using the same theories and tools across the seemingly different systems.
While many fundamental questions in networked systems could be answered
by mapping them into simple network abstractions (simple graphs), the field
is moving more and more towards a fine-grained understanding of these sys-
tems. This not only requires working more closely with domain experts but
also new tools and abstractions that can retain some of the general nature
of network science. Here my work has been at the international forefront:
I have developed a representation called multilayer networks which is now
routinely used in almost every field where the traditional network analysis
has also been successful. In addition, I have pioneering work on temporal



networks, i.e., networks that change in time. Both multilayer networks and
temporal networks are still growing areas of research, with several problems
in application areas ready to be tackled with the new tools and theory, but
at the same time several theoretical challenges that need to be addressed.
My research is at the crossing of these two aspects.

I have divided this statement into two main sections: foundations of
network science describes my work in the more theoretical aspects of network
science. This includes topics at the core of my expertise, such as multilayer
networks or temporal networks. The section application areas describes the
various areas of research where my work has made an impact and I am either
currently working on or have medium-term research plans for. Here I have
chosen the most interesting and important applications I want to work on.
This includes areas that have a potential for high impact and are of wide
interest, such as climate change, social polarization, and disease spreading.
The main motivation for me to work with them are the theoretical challenges
they offer: A problem that is both critically important and unsolved has most
likely escaped being fully understood because its theoretical underpinnings
are not understood yet.

1 Foundations of network science

1.1 Multilayer networks

As network science has matured and as ever more complicated data has
emerged, it has become increasingly important to develop tools to analyze
more complicated structures. For example, many systems that were typically
initially studied as simple graphs are now often represented as networks with
multiple types of connections or interdependent networks. This has allowed
deeper and more realistic analyses of complex networked systems, but it has
simultaneously introduced mathematical constructions, jargon, and method-
ology that are specific to research in each type of system. My work on the
development of the concept of multilayer networks [15] has the aim of uni-
fying the aforementioned disparate language (and disparate notation) and
to bring together the different generalized network concepts that included
layered graphical structures.

Multilayer networks have the potential of unifying tools and theories re-
lated to many types of generalized networks. The downside is that these
general tools and theories can become very abstract and complicated with
many degrees of freedom. In the literature, this has meant that scholars in
application areas have more difficulties using such methodology, and there
have been several ad-hoc generalizations of various network concepts. My aim
is to do grounded research starting from the first principles. For example, in
my previous work, I generalized walks in multiplex networks in order to then



generalize clustering coefficients [9]. I have further generalized the concept
of graph isomorphisms, which is a very fundamental notion behind many
other methods, for multilayer networks [19]. Currently, my research group is
working on applying this method for graphlet analysis methods [28] (which
is equivalent to counting automorphism orbits in a graph) and motif analysis
methods [23]. Both of these concepts will have immediate use-cases in appli-
cation areas as explained later. In the medium-term, my plan is to develop
theory and methods on a related concept of edit distances [10, 11] in mul-
tilayer networks. This will have immediate applications on anonymization
[30] and in alleviating the problems related to the combinatorial explosion in
multilayer subgraphs.

Theory and methods related to multilayer networks are far from being
complete. My aim is to continue working in this area. In addition, I am
looking into openings with related concepts such as hypergraphs. My the-
oretical work is strongly driven by problems arising in applications, and I
aim to continue with this route. Outstanding problems in application areas
are often outstanding because of some gap in the theoretical understanding,
and this is a way to identify both practically important problems and the-
oretically interesting ones. Another clear way forward is doing technology
transfer between areas. For example, I plan to work on randomized reference
models for multilayer networks, and by doing so continue the work I started
within the domain of temporal networks [12].

1.2 Temporal networks

Temporal networks, i.e., networks where nodes and links are only active
at some specific time instances, can be seen as a special case of multilayer
networks. However, such multilayer analysis would disregard the general
tools and ideas related to analyzing temporal data. In fact, working with
temporal networks is often at the intersection of analyzing point processes
and graphs.

My early work was part of the foundations of the field of temporal net-
works. In this work, we showed that it is crucial to consider realistic dynam-
ics of link activations when studying processes relying on the connectivity
of the networks (e.g., disease spreading) [14, 18]. We demonstrated how the
burstiness of human behavior affects such processes, which is in contrast to
previous literature which was built on the assumption that social connec-
tions follow the Poisson process. I also created a systematic way of analyzing
temporal networks using reference models and hierarchies they induce [18].
These results later lead to a body of literature applying the same framework
to other dynamics on temporal networks.

After taking a break from temporal networks to focus on the development
of the multilayer network framework, I returned to the field by addressing



problems that had emerged. I developed a statistical method to correct for
previously unnoticed sampling bias that had partly caused some debates in
the literature about the nature of the local dynamics observed in temporal
networks [20]. We also developed transformation to turn the problem of
quantifying burstiness in time series into a problem of analyzing the structure
of a tree [13]. Finally, I was recently part of a multi-year effort from an
international team of experts to review and create a coherent framework on
temporal reference models [12], which I initially conceived around 10 years
ago [14, 18]. My main role was to create a formal theory for such reference
model, which can be used also outside of temporal networks to any random
reference models of any discrete structures [12].

My future goals for temporal networks are more ambitious. A major theo-
retical and practical problem in temporal networks is that there is no theory
of connectivity. In normal graphs, for example, disease spreading is inti-
mately related to connectivity and the phenomena can be understood using
tools of percolation theory for graphs [24, 25]. With my research team, our
aim is to develop such a theory of connectivity for temporal networks [17], by
mapping the problem to directed percolation in the physics literature. To this
end, we have recently developed a new algorithm for computing connectivity
which solves problems related to the scaling of the computations and has
made some computations in our empirical networks that previously would
have taken thousands of years to complete with the previous methods to run
in a few hours [2]. This theoretical work is promising, but there remain some
open problems and risks. If successful we can open up a completely new and
more principled way of investigating temporal networks and many processes
taking place on them, such as spreading (e.g., for disease models), diffusion
(e.g., in social networks), and error tolerance (e.g., in public transport). This
would mean that we would not be bound by so much by simulation results
but could understand the underlying phenomena in these temporal systems
similar to the way we understand spreading phenomena on static networks
[25].

2 Application areas
I will next list application areas where I have current active projects that
have the potential of being expanded to larger branches of research in the
future. Note that this is not a comprehensive list of possible future topics.
My focus application areas are likely to change somewhat even in the medium
term depending on the opportunities and problems at hand.



2.1 Social networks

Social networks have been the main application area in my work since the
beginning of my career [33, 34, 14, 26, 18, 9, 20, 29, 6, 1, 8, 30, 37, 35, 31].
I plan to continue within this wide research line both by completing smaller
projects and by investigating larger lines of research. Below I describe two
such research lines. For smaller projects, a good example is a project that
I am currently working on together with the group of Prof. Eero Hyvönen
on large historical correspondence data set, where the aim is to compare
historical social networks to the modern ones.

2.1.1 Political communication and polarization

Political polarization is an increasingly difficult problem for societies. It is
inherently a problem of social networks becoming clustered due to various
mechanisms acting on creating and maintaining the structure. For example,
our recent work shows the innate tendency for individuals to connect to
similar people (for example in terms of beliefs, race, or gender) is amplified
in social networks due to a mechanism known as triadic closure [1].

As polarization is a pressing issue, it is also a rapidly developing research
area. As with my other research my aim is to produce methodologically
well-grounded research rather than publishing fast results on an emerging
topic. For example, we recently published an article showing that all current
measures of polarization in networks can produce very high scores even for
random networks and developed a method for fixing this problem [31].

Most models of polarization in social networks (including recent ones [7]),
are based on a simplifying assumption that polarization and echo chambers
are created in a single social network where a belief and the network topol-
ogy interact. This is in contrast to empirical findings of separate networks
being formed based on each controversial topic [8], and the literature that
indicate that polarization only becomes problematic when multiple opinion
clusters are aligned [22, 3]. My research group is currently in the process of
developing theory, models, and data analysis methods for multilayer network
polarization to address these issues.

Beyond theoretical work, I have analyzed polarization within an Academy
of Finland consortium project "Echo Chambers, Experts, and Activists: Net-
works of Mediated Political Communication". Here our aim is to understand
multilayer networks of political communication via social media, traditional
media, and direct communication between the various actors. This work has
already yielded several publications using data on climate change discussions
and the Finnish political landscape as testbeds [8, 37, 31], and we are cur-
rently expanding this to other countries and temporal analysis. Further, the
work plan includes a novel network model explaining our empirical findings.

Related to this project, I ran a small on monitoring social media dur-



ing the Finnish parliamentary and EU elections of 2019, which was com-
missioned by the Ministry of Education, The Security Committee, and the
Prime Minister’s Office [32]. I am currently in discussion regarding social
media monitoring and action plan during the local elections in 2021. Even
though there are several scientific challenges related to this project, I see it
more as a service to the local society rather than a research project, in which
I usually aim to have a global impact.

2.2 Investor networks

Investor networks are bipartite networks of individuals and assets they invest
in. One can analyze these networks directly [5], or build networks of investors
or assets. These networks can further be analyzed as multilayer networks [4]
or temporal networks [29]. This work builds on a unique data set of all
investments in the Helsinki stock exchange recorded since the beginning of
the 90s, which amounts to a huge number of individual interactions. Our
main aim is to transfer the techniques and knowledge of analyzing human
behavior from large data sets that the field of computational social science
has on behavioral economics, which is still mostly based on more traditional
methods. To our surprise, in our initial work, we have seen that many of
the laws governing human social behavior, for example, related to attention,
can also be found in how people invest in stocks [5]. These similarities (and
differences) in how people manage their social capital to how they manage
their monetary capital is at the forefront of this research direction. We are
also looking into overall networks of the flow of money between assets in
stock markets and how they change in different market conditions.

2.3 Network neuroscience

The brain is one of the archetypical complex systems where the complexity
does not arise so much from the individual units (neurons) but from the
network connecting them. Network neuroscience has rapidly taken off within
the last ten years. This new field is still struggling with fundamental notions
such as how to define nodes in a consistent way in networks built out of
fMRI data [21]. The main problem is that conventional network analysis
assumes that nodes are static entities, whereas in brains the different areas
keep changing their contents depending on the task they are performing. Our
aim is to tackle these problems by using multilayer networks that have more
flexibility on how networked data is presented. More precisely, we will let the
nodes dynamically change following the data, and link the dynamic nodes
across the layers that represent time indicating the similarity of the nodes
in previous layers. This data-driven approach will give us a completely new
kind of view of the coarse-grained functionality of brains and removes major



problems related to forcing the data into a framework that is not suitable for
it. Our long-term goal is to fundamentally change how network neuroscience
is done currently and make it shift towards multilayer network methods.

2.4 Ecological networks

Ecosystems are driven by networks of individuals and populations interact-
ing at many levels. Within the emerging field of network ecology, I have
previously worked with marine biologists and contributed by creating tools
for them to analyze ecological networks [16]. Within this field, it has become
clear that ecosystems are often ideally represented as multilayer networks
[27]. Our aim with my marine ecologist collaborators is to initiate projects
to collect and analyze data on multilayer marine ecology networks. This is
still an emerging field within ecology with good prospects for future research,
and now is a good time to enter this research area.

I am the Finnish management committee member in the COST Action
Sea-Unicorn (to start at the end of 2020), where one of the goals is to collect
multilayer data from sea ecosystems and develop methods to analyze it.

2.5 Disease spreading and COVID-19

My work on temporal networks has been focusing on spreading processes
starting from the early work I did on the topic already 10 years ago [14, 18].
In the current situation with COVID-19 large number of scholars in net-
work science are working on disease spreading models, including many in
the national modeling teams. Epidemic modeling has taken giant leaps for-
ward within the last year, and networks have turned out to be an important
modeling framework, with the more traditional epidemiology community also
getting more interested in these models.

I have worked on theoretical spreading models predicting the usefulness
of mobile phone applications for tracking infections [6]. The inclusion of
applications to epidemic models introduces memory of the infection path to
the epidemic models that could have previously been modeled as memoryless
branching processes. My work here show that the fraction of app users needs
to be very larger in order for them to make any difference, and the ongoing
work within my group is elaborating on this by including various types of
heterogeneities to the population. We also recently won a 2-year Nordforsk
grant with a Nordic consortium for modeling COVID-19. Here our aim is to
produce practical modeling solutions related to spatial spreading models and
mobile phone operator tracking data (which we have acquired from a major
operator in Finland). This type of modeling is done by our collaborators in
Norway but not within the Finnish government-supported modeling team of
the Finnish Institute for Health and Welfare (THL). Most recently we have



been working on the theory of vaccination strategies.

3 Summary
Within my first term as an assistant professor at Aalto University, I have
achieved the short-term theoretical goals I set out to have in my research
statement 4 years ago. I have adapted the application areas, for example by
adding COVID-19 research into my research agenda, and several lines of work
have already lead to successes both in terms of funding and publications.
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